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Abstract. We derive a formula for the quantum corrections to the electrical current for a metal out of
equilibrium. In the limit of linear current-voltage characteristics our formula reproduces the well known
Altshuler-Aronov correction to the conductivity of a disordered metal. The current formula is obtained by a
direct diagrammatic approach, and is shown to agree with what is obtained within the Keldysh formulation
of the non-linear sigma model. As an application we calculate the current of a mesoscopic wire. We find a
current-voltage characteristics that scales with eV/kT, and calculate the different scaling curves for a wire
in the hot-electron regime and in the regime of full non-equilibrium.

PACS. 72.10.-d Theory of electronic transport; scattering mechanisms — 72.15.Rn Localization effects

(Anderson or weak localization)

1 Introduction

Quantum interference effects in disordered metals have
been the subject of intensive investigation for over twenty
years. For general reviews see [1-3]. The interference of
the scattered electrical waves in the presence of a random
potential leads to corrections [4-6] to the semi-classical
formula of the electrical conductivity known from the
Drude-Boltzmann theory. The physical implications of
these quantum corrections have been extensively discussed
in the literature mostly for the equilibrium properties, for
which experimental data were available, although a num-
ber of non-linear electric field effects have been predicted
in the past [2,7-10].

In contrast, non-equilibrium electrical transport has
received considerable attention in the field of mesoscopic
physics. Examples are the transport in quantum dots [11],
or the shot noise in mesoscopic conductors [12]. In this
situation however the majority of the studied phenomena
did not involve interference effects.

Our interest in the non-equilibrium properties of in-
terference phenomena originated by the suggestion [13]
that the non-equilibrium electric noise could be the ori-
gin for the low temperature saturation of the weak lo-
calization dephasing time observed in disordered films
and wires [14]. Mohanty et al. [15] pointed out that in
the samples with the strongest dephasing rate also the
interaction correction (Altshuler-Aronov) to the conduc-
tivity saturates at low temperature. This suggests that
also the Altshuler-Aronov correction should be affected by
the non-equilibrium noise. Similar speculations concerning
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an electric field effect on the Altshuler-Aronov correction
have also been made earlier by different authors in differ-
ent contexts [16,17].

This motivated us to study the interaction correction
in the presence of an external field. In analogy to the anal-
ysis performed in the literature for weak localization [2],
we calculated the interaction correction to the current in
the presence of a time dependent vector potential, assum-
ing a thermal distribution function [18]. Indeed we verified
the above-mentioned speculations since we found an elec-
tric field effect. However, contrary to what is known in
the case of weak localization, where the strongest effect
occurs when the period of the AC field is of the order
of the dephasing time, we found a suppression of the in-
teraction correction even by static electric fields. These
findings have however raised the issues of the possibility
of experimentally observing the effect and of its physical
interpretation. Both these questions will be addressed in
this paper.

Let us comment first the problem concerning the inter-
pretation of the effect. In reference [19] we demonstrated
that the non-linear field effect can be understood in terms
of dephasing by calculating the phase shifts of the relevant
classical paths in the presence of a time dependent vector
potential. On the other hand, a static electric field can
also be described in terms of a static scalar potential, and
it is clear that a static scalar potential does not lead to
dephasing. Therefore we think it is of interest to present a
version of our theory in the scalar gauge. In this paper we
will explicitly show the gauge invariance of our previous
results.

The second problem concerns the scale of the effect and
its experimental observability. We found in reference [18]
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that the temperature-dependent Altshuler-Aronov correc-
tion to the conductivity saturates when the voltage drop
on the thermal length (Lt = 1/ D/T) is comparable to the
temperature e Lt ~ kT. From this condition one can es-
timate the strength of the microwave field that is necessary
to explain the saturation of the Altshuler-Aronov correc-
tion observed in the experimental data of reference [15]. In
so doing one arrives at a microwave field value that is more
than an order of magnitude larger than the optimistic es-
timate given in reference [13] to explain the saturation of
the weak localization time. Furthermore it is rather un-
likely that the condition eE LT ~ KT can be reached at
low temperature, since strong heating is already assumed
to set in when the voltage drop over the electron-phonon
length is of order of the temperature. Whether the exper-
imentally observed saturation of the resistance [15] is due
to heating or not is hard to decide since the electron tem-
perature has not been measured directly. Similar problems
arise also in the attempt to explain the experimental data
of references [16,17].

Despite the above mentioned problems, we think we
cannot rule out non-equilibrium noise as a reason for the
observed saturations. In fact, even in the absence of strong
heating, the distribution function may deviate from the
equilibrium form and affect the interaction correction to
the conductivity and possibly lead to saturation at consid-
erably weaker electric fields. A theory which is valid even
out of equilibrium will be developed in this paper.

In contrast to our previous work [18] we will avoid to
guess the distribution function which could be relevant
for the experiments of references [14,15]. Instead we will
calculate the interaction correction in a more controlled
situation. Nowadays it is, indeed, possible to create non-
equilibrium in a controlled way by, for instance, attaching
a short mesoscopic wire to large metallic reservoirs (see

g- [20]). In the absence of inelastic scattering processes
the distribution function in the wire is a linear superposi-
tion of the distribution functions of the leads [21], at least
when only the ensemble averaged distribution function is
considered as it is the case here, see also reference [22] for
comparison. The interaction correction in such a situation
has also been considered by Nagaev [10] at zero tempera-
ture and in the recent paper by Gutman and Gefen [23] for
finite temperature. We restrict ourselves to nonzero tem-
perature where we verify the result that the I — V' char-
acteristics scales as eV/kT. Going beyond the analysis by
Gutman and Gefen, we calculate the I — V' characteristics
explicitly and we will compare quantitatively the wire in
non-equilibrium with the wire in the hot electron regime.
In addition we will also discuss the interaction correction
in the spin triplet channels.

Our paper is organized as follows. In the next section
we introduce the basic quantities and recall the main re-
sults of the Drude-Boltzmann theory within the Keldysh
formalism. In Section 3 we consider the quantum correc-
tions to the conductivity within the Keldysh diagram-
matic approach. We derive, in particular, an expression
for the current in the presence of an external electric field.
In Section 4 we discuss the gauge invariance of the the-
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ory, while in Section 5 we present a specific application: a
mesoscopic wire. Finally in Section 6 we give our conclu-
sions. In the appendices we outline how to obtain the same
results using the Keldysh formulation of the non-linear
sigma model and we extend the calculations in order to
include also the spin effects.

2 Basic definitions and the Drude-Boltzmann
theory

In this section we will recall some basic relations of
the quasi-classical approximation in its non-equilibrium
(Keldysh) formulation [24]. Our notation will mainly fol-
low reference [25]. We will write down the equation of mo-
tion for the Green functions in the presence of impurity
scattering in the case when quantum interference is com-
pletely neglected. The Green functions have the matrix

structure
A GR GK
G= ( 0 GA) ) (1)

Gt (z,2") = —i0(t = 1) (#(2)¥" (") + ¥ (a") ¥ (2))) (2)
G (z,2') = HO(t' — 1) ((#(x)P" (') + T (2")¥(2))) (3)
G¥(z,2") = =1 (W (@) (")~ ¥ (2")¥ (2))) (4)

where ¥ and U1 are fermion operators and = = (x,t). In
equilibrium the Keldysh component of the Green function
is expressed in terms of the retarded and advanced com-
ponents by GK = [1 —2f(e)](GE — G2), where f(¢) is the
Fermi functlon The Keldysh component out of equilib-
rium will be discussed later.

The Green function solves the differential equation

(i5+3

1 .
(V +ieA)? + e + ,u) G(x,t;x',t")
*/dt1dX1§(X,t;X1,t1)é(X1,t1;X'7tl) =
S(x—x)o(t—1t"), (5)

where ¢ and A are the scalar and the vector potential.
Since the self-energy X' has the same triangular matrix
structure as the Green function, one can invert the inverse

Green function G~ and finds for the Keldysh component
the relation

GK = GRyXGA. (6)

For a graphical representation see Figure 1. We then in-
troduce the ¢-integrated (quasi-classical) Green function

r
5t).

(7)

ur(BR) = — /Olfdre’“""“éY (R+ T ER-
T 2
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Fig. 1. Graphical representation of the Green function; the
shaded box in G¥ represents the Keldysh component of the
self-energy, i.e., basically the distribution function.

where ¢ = p?/2m — p and P is a unit vector along the
momentum. The Green function in the energy domain is

gee’(ﬁa X) = /dtdt/eiétiiéltlgtt’ (f)a X)' (8)

We will keep the notation of small g for the £-integrated
Green functions and capital G for the not integrated Green
functions all over this paper. When approximating the
density of states as an energy independent constant, the
&-integration is related to an integration over the momen-
tum p according to

[og-mfeli o

We will now recall some relations that are specific for
impurity scattering. By treating the impurity scattering
within the self-consistent Born approximation and assum-
ing a Gaussian, d-correlated impurity potential with

1
27Nyt

({UEU() o(x —x), (10)

the electron self-energy is local in space and is given by

1
27TNOT
= S (x)5(x — x).

Z\‘imp(xat;xlat/) = G(X,t,x, t/)é(x - X/) (11)

(12)

Notice that this equation has to be solved self-consistently
for all the components of the Green function. Using the
above definition, one observes that the impurity self-
energy is related to the s-wave part of the quasi-classical
function,
A i dp .
Lyt (x) = 5 ﬁgtt’

(. %). (13)

The distribution function out of equilibrium is found
by solving the appropriate kinetic equation. Here we
derive the kinetic equation for gg, from equations (6)
and (7). For simplicity we neglect external fields for the
time being. Under these conditions the retarded and ad-
vanced Green functions are

1
GRA) (Pvﬁ) = m ' (14)
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Near the Fermi energy (e, ¢’ < ep) and for small momenta
(¢ < pr) one finds

aopa) =+ [decep a2
x Zeo (@)GH (', p — q/2) (15)

i 1 dp x .
hl g, . (16
Te—e’Jri/Tf’unyq/ gee (P, a)- (16)

Q

The equation above reproduces the well-known kinetic
equation for impurity scattering

0 0 . .
(a + Y +UFP'V) gﬁ/(p,X) =

1 dp

S (500 - [ L), (1)
In this work we will restrict to the case, where energies
and momenta are restricted even more, namely e7, €T,
qurT < 1. By expanding (16) for small energy and mo-
mentum and taking the angular average, one finds the
diffusive equation

0 0 0? dp k.
<&+@Dw>/ﬂgtt'(r’ax)ov

where the diffusion constant is D = v&7/3. Notice that
this equation is solved by any function g¥,(p,x) which
is independent of position x and which depends on time
differences (¢ —t') only. This reflects the fact that any dis-
tribution function is allowed for noninteracting electrons.

The charge density and current density are related to
the Keldysh component of the Green function,

(18)

plx, 1) =1eG¥ (x, 1 x, 1) (19)
j(x,t)= % [V — Vi +2ie A(x, )] GK(x, £ X, 1) |xr—x.
(20)

In terms of the quasi-classical Green functions, the charge
and current read [25]

plx.t) =26 (5 [ Laliox) —eox)) (21

. d . R
jx,t) = eﬂ'No/—vapgg(p,x). (22)

47

It is useful to consider the current density in the pres-
ence of an electric field E(x) = —V¢(x). By replacing GX
in (20) with GRXKGA we express the current density as

. . [de [ d&®p p g w q
J(q’w>—le/§/<2w>s# (c+3p+3)

w q
XEEIiw/Q,efw/Q(q)GA (6 - Eap - 5) ’ (23)

from which we obtain

. dp R
j(x, 1) —€7TDNQV/ ﬁgﬁ(p,x)

—DVp(x,t) + 2¢2DNoE(x, t).
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Within the adopted approximations, i.e., a constant den-
sity of states and a uniform diffusion coefficient, one ob-
serves that the current is a linear function of the electric
field as long as the charge density p(x) stays uniform.

We close this section by commenting on equation (21).
A scalar field ¢(x,t) shifts the entire Fermi surface, i.e., it
affects the Green function at all energies. This is lost in the
naive substitution of equation (9), when the £-integration
is extended to o0o. The second term in equation (21) is
obtained by taking into account these high energy terms
correctly. The equilibrium response to a static field is, for
instance, fully given by this second contribution. For this
reason the second term is often referred to as the “static
contribution” to the response, whereas the first term is
referred to as the “dynamic contribution”.

3 Quantum correction to the current

Quantum interference gives rise to corrections to the
semi-classical expression of the electrical conductivity of
a metal. The so-called quantum corrections to the av-
erage conductivity are the weak localization correction
(WL), the interaction correction in the particle-hole chan-
nel (EEI), and the interaction correction in the Cooper
channel (EEIC). In this paper we will concentrate on
the interaction correction in the particle-hole channel. For
non-linear effects in WL we refer to the literature [2,3].
Interactions in the Cooper channel will not be considered.
This is justified for non-super-conducting materials since
in that situation the relevant interaction parameter scales
downwards under the renormalization group.

3.1 Ladder diagrams

Before calculating the quantum corrections we introduce
the ladder diagrams of repeated impurity scattering which
will appear at various places in the diagrammatic ap-
proach. Technically speaking these ladder diagrams ap-
pear when averaging a product of a retarded and an ad-
vanced Green function. Here we briefly recall how to derive
the expressions for the ladder in the absence of external
fields and without spin effects. The inclusion of external
fields and spin structure is straightforward and one may
refers to the reviews on the subject like reference [2].
The diffuson D(q,w) or particle-hole ladder is found
by summing the sequence of diagrams shown in Figure 2:

1
D(q,w) =1+ nRA + (nRA)Q + .= m (26)
with
1 d3p
RA R A
= 2rNor 2
n 27TN07'/ (27.‘_)3G (e+w,p+q)G*(e,p)(27)
~1—7(~iw+ Dg?) (28)
where we have used the condition that wr < 1

and vpqT < 1 so that the diffuson reads

1 1
D(q,w) =

I - . 92
T —iw + Dg? (29)
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Fig. 2. Graphical definition of the diffuson (particle-hole lad-
der). G® and G* are the retarded and advanced Green func-
tions, which in the general case can depend on external elec-
tromagnetic fields.

GR
x,t+n/2 < X +n)2

Dip(x,x') = .

th_n/2 E: | :E Xlatl_n/Q
GA
Fig. 3. The diffuson in the space/time domain.

For completeness we give the expression in the presence of

external electromagnetic fields. In this case it is convenient
to go a real space representation where the diffuson is
defined by the equation

{% — D(Vx + ieAD)2 — iezj)D} D?t’ (X, XI) =

L5~ x)0(t ), (30)

with Ap = A(x,t4+1/2)—A(x,t—n/2) and ¢p = P(x,t+
n/2) — ¢(x,t —n/2). In these equations ¢ is the center-of-
mass time, and 7 is the relative time, and are defined in
Figure 3. Notice that the external field drops from the
equation for the diffuson when the relative time 7 equals
Z€ero.

3.2 Interaction correction to the current

We are now ready to allow for electron-electron interac-
tions. Interactions will enter the kinetic equation and de-
termine the form of the distribution function. We assume
that the distribution function has been determined self-
consistently via the kinetic equation with the inclusion of
the interaction. We will concentrate then on the calcula-
tion of the interaction corrections to the current density.
To do so we need the expression for the Keldysh Green
function in the presence of interactions. Following refer-
ences [26,25] we start with the self-energy

Z=xmey 5V (31)
where X'™P is the previously defined impurity self-energy
and

Ei‘;(x,x') =i Z /dxgdxgdx4dx5fi]§, (w5; @, w3)
i'5'kk'
xV’“’“/ (1'5, :L'4)Gi/j/ (1'3, :L'g)fjk/lj (1'4; T2, :L'/).

(32)
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N

Fig. 4. The self-energy containing both disorder and
interaction.

SN = e+ S

Fig. 5. Dressing of the interaction vertex with impurity lines.

The vertex functions are given by

1
K (. _ Ak
Fij($7$1,$2) = %5t 27 NoT Z/dxidmlzGii’ (w1, 2})
i/j/

XFi]’Cj’(x;xllax/Z)Gj/j(x/Zax2>' (33)
An analogous equation is valid for I". We recall that in the
Keldysh triangular representation the “absorption” and
“emission” vertices differ. A diagrammatic representation
of both the self-energy and vertex equations is shown in
Figures 4 and 5.

The indices i, j,... denote matrix indices in Keldysh
space. The bare vertices 7, 4 are local in space and time.
The structure in Keldysh space is 'yilj = ﬁfj = 0i;/ V2 and
'yfj = ’y}j = 0',73]/\/5 From X™P 4+ ¥V one may derive
a kinetic equation for the system with disorder and in-
teraction. The general expressions were already given in
the seminal paper, reference [26]. Explicit expressions for
the various components of I" and I" in terms of integrals
like n®4 are also given in the appendix of reference [25].
Fully evaluating the expressions in this or that limit re-
mains still to be done. Even in thermal equilibrium we
are not aware of any full self-consistent calculation.

In the following we will take into account only the non-
interacting self-energy self-consistently, and restrict our-
selves to the perturbation theory for the interacting part
of the problem. The change in G¥ due to the interaction
may be written as

OGK = GRIZRGK + GReZEGH + GRoXAGH,  (34)
where 60X is a sum of the interaction self-energy plus the
interaction-induced change in the impurity self-energy

6% =sxmp 4 pV, (35)

Among the many contributions to 62" we start with the

Keldysh component of §3X'™P. We denote the correspond-

ing correction to the current as dj,, which we determine as

8ja(x,t) = —ieD2r Nor Vo X Pk (36)

Apparently dj, is related to the correction to the charge
density and may be written as

45
8ja(x,t) = —emrDNoV / ﬁ(sgg(p,x) (37)

—DVip(x).

(38)
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Fig. 6. Interaction correction to the current; diagrams of the
type shown here correspond to §j, and may be related to the
gradient of the density.

Fig. 7. Interaction correction to the current; these diagrams
contribute to 7.

Some typical diagrams contributing to §j, are shown in
Figure 6. The calculation of the correction to the cur-
rent from all the other contributions, which we will denote
by djs, simplifies due to the following observation: the ma-
jority of the components of the renormalized vertices I", I’
are strongly enhanced over the bare value due to the pres-
ence of a diffusive type of vertex correction. The explicit
calculation [25] shows, however, that the diagonal parts
of Filj and ffj are not renormalized. In the leading order
of a gradient expansion we can therefore neglect all the
terms involving these vertices. As a result the expression
for the various self-energy components are given by the
combinations [25]

VR PG I VR

DVA L TAGHTEVA (40)

SV G Iy VR + TH G T VA (41)
and

st R GROV-RGR /(21 NoT)
§Ximp.A GAEV’AGA/(ZWNOT).
A diagrammatic representation of the correction to the
current from XV-® and XV-4 is shown in Figure 7. Going

through the algebra one convinces one-self that the con-
tributions from XV and §X'™P may be combined as

EV’R+5Eimp’R+E;/’K
EV,A+5Eimp,A+ E;/,K

where XV-K and E;/’K refer to the two terms entering
the expression for XV-K. These combinations of terms are
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Fig. 8. The three diagrams constituting the Hikami box;
within the here-applied formalism the diagrams are generated
from the self-energies 6 X"™P + >V,

1Q+aq—q

P+tai—Q—q/2;t—1n
—+Q
P+ai—q/2;t—n

gtIt{fn(ql)

Fig. 9. Labeling of momenta and times in the Hikami box;
within the here-applied approximations the retarded and ad-
vanced Green functions are local in time.

taken into account in the diagrams of Figure 7 by com-
pleting the “Hikami box” as shown in Figure 8. We can
now proceed to the explicit calculation of the correction to
the current. Let us start with the evaluation of the Hikami
box. The first of the diagrams of the Hikami box is shown
in more detail in Figure 9. The evaluation of the diagram
amounts to the integration over the “fast” momentum en-
tering the electron Green function and is accomplished by

/ ((21?;3 %GR(p +a/2)G*(p - q/2)

xGMp—-a/2+q)G*(p-a/2+a - Q). (46)
The integration is performed under the assumption that
the three momenta g, qi, and Q are small compared to 1/1
and that the energy in all the four Green functions is small
compared to 1/7. After expanding the Green functions
to first order in q, qi, Q, the integration over p gives
(—67iNg7?)D(Q + q). Evaluating the other two diagrams
of Figure 8 analogously and summing up the three of them
one arrives at (—47wiNym3)DQ.

After completing the evaluation of the Hikami box, we
now address our attention to the vertex functions I" and I".
From reference [25] we borrow the relevant expressions as

1 ~
Iy = —=(1 = ") 1 (RK + K4 (47)

\)

. 1 B
Iy = —=(1 =97,

NG (48)

so that f211 is simply a diffusion operator, as it is also man-
ifest in Figure 7. The explicit space and time dependence
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p+q/2
=—Q

ba+aq

Fig. 10. The interaction vertex; compare Figure 7.

is determined as

- 1 _
lel(I; Il,Ig) = —Dn_O(X, Xl)(S(Xl — X2)5(t1 — tg).

\/5 tty
(49)

The vertex I'l; has a more complicated structure due to
the presence of a Keldysh Green function in the kernel
of the corresponding integral equation. Its detailed dia-
grammatic representation is shown in Figure 10. The in-
tegral nK is given by

1 d3p
RK R
= G +q/2
n 27TN07’/ (2,”)3 (p Q/ )

xGX(p+a/2-Qp+a —a/2-Q). (50)
We replace GX by G®(—i/7)FG*, with

1 dp
5/@95/(@")

and integrate over p in equation (50) to get n/i%(x) =
Fyp(x). It can be easily shown that n* does not con-
tribute to the current; the (relevant part of the) vertex is
then found as

Ftt’ (X) = (51)

1
DLz 21, 20) = 7 /an?ﬁn/Q,tfnﬂ(Xl’X)

X Ftyt,n(x)é(xl — X2)5(t2 —t1 + 7]) (52)

The last ingredient entering the expression of the interact-
ing self-energy is the electron-electron interaction prop-
agator V®A At the level of the approximation we are
working, it is sufficient to confine to the standard random
phase approximation (RPA). The retarded RPA screened
Coulomb interaction reads:

VR(z,2") = VO (x,2)

—/dl‘ldl‘gvo($,$1)HR($1,$2)VR(I2,$I), (53)

where

VO(z,2") = 0(t —t')e?/|x — X (54)
and ITR®(xy,z9) is the retarded component of the den-
sity correlation function. We write the density correlation
function as the sum of a “static” and a “dynamic” part,
IT® = IT* + IT19. The “static” part is given by

HS(Il,Ig) = 2N05(X1 — Xz)(S(tl — tg), (55)
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€2+ (w2 + ws)/2
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as it is seen directly from the quasi-classical expression
for the electron density in equation (21). The “dynamic”
part is determined from the ladder diagrams as shown in
Figure 11. The expression is given by

d d ) o,
Hgf/(xa X/) == 27TiN0’T %...%e*1w1t+lw2t
w1 w1 w2 w2
XD(61+?,61* 56t ,62——2)
w2 w9 wa W
X|:F(€3+7’62+_2>*F(637276272>}’

where we suppressed the spatial indices. D(...) is the
diffuson and F is the angular average over g¥ as de-
fined in (51). For the frequencies in F we introduce
the center-of-mass and relative coordinates, F'(e1,€2) —
Fle,4e,)/2(€1 — €2). In order to evaluate the frequency in-
tegrals we assume that the time dependent distribution
function F¢(t) deviates from the equilibrium distribution
function only at small energies €, i.e. Fi(t) — =+1 for
€ — F00. We then find

0
H;ith (Xl’ X2) = 2NOT_D,?1,52 (Xl, XQ).

T (57)

Since here the diffuson enters with the relative time n = 0,
the density correlation function does not depend on the
external fields. Adding the static and dynamic parts to-
gether and making use of the differential equation for the
diffuson, one finds

IT™(21,29) = —2No7DOZ DY , (x1,%2).  (58)

In the case of a uniform system this reduces to the stan-
dard expression

D¢?

m? =2Ng—————
(q,W) O*l&)‘i‘qu

(59)

from which the dynamically screened Coulomb interaction
is determined as

Via.w) - el (60)
’ 14+ V9q)2NyD¢?/(—iw + Dg¢?)
1 —iw+ Dg?
N — 1
2N0 Dq2 (6 )

The second line is valid, when |w| < V%(q)2NoDg?. In
three dimensions, where V°(q) = 4me?/q?, this condition
reads |w| < Dk?2. Since the inverse screening length & is in
a metal typically of the order of the Fermi wavelength the

€ — (w2+w3)/2

Fig. 11. The dynamical part of the density correlation function.

approximation is well justified. In lower dimensions a more
careful analysis is sometimes necessary, see for example
reference [27,18].

If we now collect all the pieces of our analysis we may
come back to the quantum correction to the current. For
convenience we switch from the energy/momentum do-
main to the time/space domain. Remember that we have
neglected the energy dependence of the Green function G
and G* in the calculation of the Hikami box. This is equiv-
alent to approximate these Green functions as local in
time. The resulting time dependencies are shown in Fig-
ures 9 and 10. The correction to the current §j = §j, + djp
is finally found as

5ja(xv t) = 7DV6P(X7 t) (62>

jp(x,t) = e2r DNy7? /dndxldxg

XFt*nyt (X)D?_n/zﬂfl_nﬂ (Xa Xl)Fthh*n(Xl)
><thit2 (x1, xz)(—iVx)D?Q,t_n(xz, x) + c.c.
(63)

This current formula is one of the central results of our
paper. The nice feature is that is valid for arbitrary form
of the distribution function and diffuson propagator. This
will allow us to examine the current in different exper-
imental and geometrical setups as well as more general
questions concerning its physical interpretations. Specific
applications are discussed in Sections 4, 5. The interacting
disordered electron problem is often formulated in terms
of the field-theoretic non-linear sigma model and one may
wonder how the presented diagrammatic approach is re-
lated to it. To this end we explicitly show in the Ap-
pendix A at the end of the paper that the same expression
for the current can be obtained from the field theoretic ap-
proach of reference [28].

4 Gauge invariance

As a first application of the formula for the current we dis-
cuss in this section the issue of its physical interpretation
and of gauge invariance. To begin with, we believe useful
to make contact with our earlier work in references [18,19].

In references [18,19] the quantum correction to the cur-
rent was derived working in a vector gauge, A = —tE,
¢ = 0, under the assumption that the electron dis-
tribution function had the equilibrium form, F(e,x) =
tanh(e/2T), or, equivalently, in the time domain Fy (x) =
—iT/ sinh[#T'(t—t")], and that we dealt with a uniform sys-
tem with a homogeneous charge density. In this situation
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one has immediately that §j, = 0 and by Fourier trans-
forming equation (63) with respect to the spatial variables,
the current formula of [18,19] is reproduced.

In [18,19] we showed that in the limit of weak elec-
tric field our theory reproduces the well-known Altshuler-
Aronov corrections to the conductivity. At larger fields
non-linear contributions to the current arise as a conse-
quence of the nonlocal character of the current formula.

By working in the vector gauge, the electric field enters
the equation for the diffuson, equation (30), via the mini-
mal substitution of the vector potential. Due to the quasi-
classical nature of the equation governing the diffuson,
one may interpret the non-linear conductivity in terms of
phases. Let us recall the argument of reference [19]. The
interaction correction to the conductivity is related to the
propagation of a particle and a hole along closed paths.
Pictorially one may think of this as one particle going
around a closed path, starting for example at ¢ = 0 and
arriving at ¢ = . This particle is also interacting with a
background particle which is retracing backwards-in-time
the same closed path. Since the point of interaction x(t1)
can be anywhere along the path, the particles traverse the
loop at different times. In the presence of a vector poten-
tial the accumulated phase difference of the two paths is
I efttllfn dt’'x; - A — efon dt’xs - A. This can be
simplified using that x;(¢) = x2(t) for 0 < ¢ < ¢; and
x1(t —n) = x2(t) for t1 < t < n leading to p; — w3 =
eftol_n dt'xy - [A(t') — A(t' + n)]. For the particular case
of a static electric field described by A = —Et, the above
given phase difference becomes 1 — o = en(xa —x1) - E.
This suggests that the interaction correction should be
sensitive to a static electric field, leading to a non-linear
conductivity.

One may object against this interpretation by observ-
ing that the vector potential can be gauged away in such
a way that the static electric field is described by a static
scalar potential E(r) = —V¢(r). A static scalar potential,
again according to equation (30), does no longer affect the
diffuson propagator, so that the argument of the phase dif-
ference along the two paths cannot be used. Of course this
does not imply that the current formula is incorrect.

In fact we may demonstrate explicitly the gauge in-
variance of the current formula. First one notices that
6ja = —DVp is gauge invariant. For §j, an explicit check
is necessary. Given the gauge transformation

A— A+Vy
¢ — ¢ — Orx

the diffuson and the distribution function transform ac-
cording to

Fyr (x) = Fip (x) exp{—ie [x (x,1) = x (x,1')]}

D?t’ (X’ XI) - D?t’ (X’ XI)

o[ 2) x et 1))
}.

confifu (.0 2) ()

The European Physical Journal B

By applying the above transformation to equation (63),
one easily verifies that the function y(x,t) drops, so that
the expression is manifestly gauge invariant. For the spe-
cial example of a static electric field with A = —Et
we choose x(x,t) = tE - x. After the gauge transforma-
tion the electric field appears in the distribution function
tanh(e/2T) — tanh[(e — px)/2T], px = eE - x but not in
the diffuson.

We conclude that although the correction to the cur-
rent as derived in this paper is gauge invariant, the inter-
pretation of the non-linear effects depends on the actual
choice of the potentials A or ¢. With E = —9;A, ¢ =0
we would interpret the non-linear conductivity as due to
dephasing. With E = —V¢, A = 0 the reason of the
non-linear conductivity is attributed to the different local
chemical potential felt by the particle and hole.

5 Mesoscopic wire

In this section we use the current formula to analyze the
non-linear electrical transport in a thin wire. We assume
that the temperature is low enough so that the Drude con-
ductivity is dominated by the impurity scattering and is
therefore temperature independent. It is well known that
in one dimension the electron-electron interaction leads
to a 1/v/T correction to the conductivity. The interesting
question to ask concerns what happens at larger voltages
and which are the relevant length and energy scales in the
problem.

For the calculation we need the diffuson propagator
and the distribution function in the wire. At the boundary
with the vacuum or an insulator the derivative of the diffu-
son normal to the boundary vanishes, (n-V)D(x,x") = 0.
In the case of an infinitely long wire with cross section S
the solution of the diffusion equation reads

11 1
D(z,t) = —=
(%) T S A4r Dt

In the above result we have averaged the diffuson over the
cross section. In a wire of finite length we impose the open
boundary conditions along the = axis

exp[—2?/(4Dt)].

(68)

Dy (xaxl)‘ 0, (69)

z,x’'=0,L =

corresponding to the fact that an electron arriving at the
boundary escapes into the leads, where dissipation takes
place. Therefore it no longer contributes to the phase co-
herent process of quantum interference. The diffuson in
the finite system is related to the propagator for an infi-
nite system according to

(o)
Dy (z,2') = Z [D(z — &' +2nL,t —t')

—D(z+a' +2nL,t —t')]. (70)



P. Schwab and R. Raimondi: Coherent transport in disordered metals

For the actual calculations it is convenient to consider also
the product of the retarded interaction and the diffuson,

(VRD)tt/ (x,x) = /dxldtlvt?l (x,xl)Dtolt,(xl,x').
(71)

For the case of long range interaction this product solves
the equation

[-DVi] (VD)

w (X)) =

(72)

as it may be seen by comparing with equation (61). For a
one dimensional wire with open boundary conditions we
obtain then

(VR (aa) = L= (@ ahyoe — o)
1 ,
X 2DN075(t —t). (73)

Besides the boundary conditions for the diffuson and the
interaction we need the boundary condition for the distri-
bution function. We assume that the leads of the wire are
in thermal equilibrium, so that the distribution function
is given by

(74)

+eV/2
Fe)] g, = ta (572

The distribution function inside a mesoscopic wire has
been investigated both experimentally [20] and theoret-
ically [29,30]. In the theoretical analysis, in particular, a
solution of the Boltzmann equation in the presence of dis-
order, electron-electron interaction and electron-phonon
interaction has been given. Here we borrow the approxi-
mate solutions for the the distribution function found in
references [29,30].

The form of the distribution function depends on the
various relaxation mechanisms governing the collision in-
tegral. In the following we first consider a long wire,
L > Ly, and then subsequently reduce the length to
Lyn > L > Ly, and L, > L > Lt. Here we indicate
with Lph, Lin, and Lt the electron-phonon, the inelastic
and the thermal scattering lengths.

5.1 Long wire

In the case of a long wire, L >> Ly >> Liy, the electrons
which traverse the wire scatter many times inelastically
and exchange energy with the environment, for example
with the phonons. As a result the distribution function
acquires the equilibrium form with a local chemical po-
tential and temperature. Our ansatz for the distribution
function is

(75)

F(e,z) = tanh (6 +eV(L - 233)/2L) .

2T (x)
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We assume that the temperature is constant in the bulk
of the wire, and we also neglect the region near the leads
where the electron temperature increases from the value in
the leads to the one in the bulk. The electron temperature
in the bulk may be estimated with standard energy bal-
ance arguments [16,13]. For a stationary temperature T,
the Joule heating power P, = 0 E? equals the power which
is transferred into the phonon system, P,,;. For weak heat-
ing, one has Pyt = cv AT/Tpn, where ¢y is the electron
specific heat. One obtains then that the difference of elec-
tron and phonon temperature may be estimated as

3
AT =~ FD(eV/L)QTph /T. (76)
For strong heating, on the other hand, the effective elec-
tron temperature is of the order of the voltage drop over
a phonon length
Te ~eVLpy/L. (77)
We are now ready to evaluate the quantum correction
to the current in the wire as

L
I= %S/O dzj*(z), (78)

where j* is the component of the current parallel to the
wire. Recall that we separated the correction to the cur-
rent density into two contributions §j = dj,+djs. The first
of the two terms does not contribute to the correction to
the current since

L L B K
/0 dxéyau/o dxaég (z)

= 0g"(L) — 64"(0)

(79)
(80)

and the boundary conditions impose that §¢g vanishes on
the leads. The correction to the current then reads

omer [T
T / dxdxl/ane{Ft_m(x)Ft_n,t_gn(xl)
0
x D7

t—n/2,t—3n/2(35a351)(—i) {@(xl — ) — %}} .

I=
(81)

It is useful to introduce the center-of-mass and relative co-
ordinate R = (z+x1)/2, r = x1 —x. The last term in equa-
tion (81) above becomes then O(r)—R/L—r/2L. The term
R/L vanishes upon integration due to the antisymmetry
of the r-integral. The assumption that the thermal length
is much shorter than the system size allows furthermore to
approximate ©(r)—r/2L by O(r), to neglect the boundary
effect on the diffuson, i.e. Dgfn/2,t73n/2(x’ x1) =~ D(r,n),
and to extend the r-integration to infinity. By inserting
the distribution function we arrive at

o oo T 2
= -2 e
) 71'67'/0 dr/O dn (sinh(ﬂTen))

xD(r,n)sin(eVrn/L). (82)
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This is equivalent to what is obtained in reference [18]. In
the limit of low voltage the current becomes

e* D/T. D(eV/L)>?
(83)

where 4.92 and 0.21 are approximate numerical factors.
In order to obtain the full current, one has to add
the contribution of the Drude leading term, i.e., I =
2¢2DNySV/L + 61. The low voltage expansion applies
when the voltage drop over a thermal length is smaller
than the temperature, eV Lr/L < Te. Since we have as-
sumed that Ly, > L, the electron temperature as a func-
tion of voltage rises so fast that the condition always holds.
Finally we compare the heating and non-heating contri-
bution to the non-linear conductivity at low voltage. By
taking the linear conductivity and the increase in tem-
perature due to low voltages from equation (76), we find
the heating contribution to the cubic term in the current
voltage characteristics in the form
6 LT

3 D(eV/L
5Iheat1ng~492——v (6 / )

L 2« 2T2(1/Tph) (84)

This has to be compared with the corresponding non-
heating cubic contribution

2LT

V/L)?
6In0n heating ~ 0. 21——V& .

T3
One observes that the heating contribution is by a fac-

tor of the order of T'r,, larger than the non-heating
contribution.

(85)

5.2 Intermediate length

Now we consider a wire of intermediate length where
Lpn > L > Liy,. One still expects to be near local equi-
librium although the main mechanism which carries the
energy out of the wire is not due to the phonons, but to
the heat flow out of the wire. Under these conditions, a
temperature profile over the wire develops. The local tem-
perature satisfies the equation [31]

a2 _, 6 (eV)?
dz2 "¢ (:L') - 7; 2 (86)
which is solved by
3 [eV)?
2 2
T (x)=T t3 (T) (L —x). (87)

The correction to the current at a point x probes the
wire in a region ~L1 around z. As a consequence, non-
linearities in the I — V' characteristics arise because (1)
the temperature depends on the voltage (“heating”), and
of (2) the non-local character of the current formula
(“non-heating”). It turns out that the first effect domi-
nates, whereas the non-heating contribution to the non-
linear conductivity is only a small perturbation. For il-
lustration, notice that the heating becomes strong at
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Fig. 12. Interaction correction to the conductance I/V for a
mesoscopic wire as a function of voltage. I/V is plotted in
units of (e?/h)Lr/L. The full line corresponds to the non-
equilibrium distribution function (89). The long dashed line
corresponds to the local equilibrium distribution function (75)
with the z-dependent temperature. The short dashed line
(L/Lt = 5) is the non-linear conductivity due to the heat-
ing contribution only, equation (88).

eV ~ ET. Non-heating non-linearities, on the other
hand, arise on the scale eV Lr/L ~ kT. Since we as-
sume that L > Lr, heating is indeed dominant. This is
also demonstrated in Figure 12 where we plot the con-
ductance 6G = 0I/V as a function of voltage, while
varying the system size, L /L, and the distribution func-
tion Fyp(x). For large L/Ly the linear conductance ap-
proaches §1/V ~ —(4.92¢?/72)(Lt/L)V. For the smaller
system size L/Lt = b5, the linear conductance is sup-
pressed, due to the chosen boundary conditions. The long
dashed lines and the full lines correspond to the local equi-
librium distribution (75), and to the non-equilibrium dis-
tribution discussed below, respectively. The short dashed
line (L/Lt = 5), instead, is obtained by taking into ac-
count only the heating contribution, 7.e. by calculating
from equation (81) the linear conductivity and averaging
over the z-dependent temperature,

/ dzéo(T

One observes in Figure 12 that the “heating” contribu-
tion reproduces with a good accuracy the much more
complicated full calculation. For the longer system with
L/Lr = 200, we do not plot the “heating” curve, be-
cause in this case it is practically indistinguishable from
the long dashed one. A slightly larger non-linear conduc-
tivity is found in the non-equilibrium situation as it will
be discussed in the next section.

6Iheating (V/L) (88)

5.3 Short wire

In a very short wire the inelastic length may exceed the
system size L. When one neglects the inelastic scattering,
the distribution function inside the wire becomes a linear
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superposition of the distribution functions in the leads and
reads [21]

Fle,x) = [(L —2)F(e,0) + xF(e, L)] /L. (89)

In the limit L > L+ the analytic calculation of the current
proceeds as in the case of Section 5.1. In analogy to (82)
we arrive at

= —2rer / dr / (smh 7TT77)>2

x D(r,n)sin(eVn)r/L. (90)

The numerical results for the current-voltage character-
istics in the presence of such a distribution function are
shown in Figure 12. Notice that we integrated numerically
equation (81), as it is appropriate when Lt/L is not very
large. The linear conductance is — of course — the same as
in the local equilibrium situation, whereas the non-linear
effects are slightly larger.

5.4 The Spin-triplet channel

Up to now we have neglected all the spin effects. As
demonstrated in Appendix B, the current formula can eas-
ily be generalized in order to include also the so called spin
triplet channels. The general equation for the correction
to the current is given in the appendix. With the two-step
distribution function (89) and for L > Lt the equation
for the current reads

3 o] o] n
8jp = —4meDNyT? Z/ dr/ dn/ dty
i—0 Y —o© 0 0

T 2 T
% (Siﬂh(ﬂTﬁ)) sm(eVn)z

9
X D(r,t1) - (3" D)(r,n —t),  (91)
with
i _ 12y 201 _ oni
Gt = L[ L2 exp [r2(1 — 24/)fae]

(92)

and ' are the interaction amplitudes in the spin singlet
(7% = 1/2) and spin triplet (71?2 = 4!) channels. In the
low voltage limit this expression reproduces the standard
result for the linear conductivity,

Jo 774926—L—LT[1—3(\/172%—1+%)/%}. (93)

Figure 13 depicts the current voltage characteristics for
different strengths of the triplet scattering amplitude.
Again we compare the full result (91) with the sim-
ple heating contribution, that is the average of the lin-
ear conductivity over the temperature profile given in
(87). For strong scattering in the triplet channel the
quantum correction changes sign. As a function of voltage,
the quantum corrections are suppressed. For the case of a
distribution function out of equilibrium, the non-heating
non-linear contributions are stronger than the pure heat-
ing effects.

conductance
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Fig. 13. Correction to the conductance as a function of volt-
age. Notice that for a strong negative scattering amplitude in
the spin triplet channel, v:, the quantum correction changes
sign. The dashed line corresponds to the hot electron regime
(heating), while the full line to the non-equilibrium situation.

6 Conclusions

We have calculated the interaction correction to the elec-
trical current for a disordered metal out of equilibrium.
The current is expressed as a function of the (ensemble
averaged) distribution function and the diffusion propa-
gators. In order to obtain this result we have extended
the diagrammatic approach of references [18,19]. We have
first demonstrated explicitly the gauge invariance of our
current formula for the current density. In particular, we
have discussed how the physical interpretation of the non-
linear contribution may be described differently depend-
ing on the gauge choice made. In the scalar gauge one
may think as the particle-hole pair lying on a different
chemical potential. In the vector gauge, the chemical po-
tential of the particle and hole are equal. In the latter case
an argument based on phase differences leads to the con-
clusion that the electric field affects the correction to the
conductivity.

We have successively discussed in some detail the cor-
rection for a mesoscopic wire. We have assumed that the
wire is attached to “ideal leads” (infinite conductance),
which are described by means of boundary conditions for
the distribution function and the diffusion propagator. We
have distinguished three different regimes. First we con-
centrated on a wire near local equilibrium, with a constant
electron temperature. Besides heating, there is a contri-
bution to the non-linear conductivity due to the nonlocal
nature of the current response.

For short wires, where the electron-phonon length is
longer than the system size, we found that the conduc-
tance scales with voltage over temperature. The quanti-
tative shape of the “scaling curve” is not universal. We
have found two different curves in the hot electron regime,
where the inelastic scattering length is shorter than the
system size, and in non-equilibrium. The scaling of the
voltage with the temperature has been recently observed
in a nanobridge [32]. Notice however that for a quantita-
tive explanation of that experiment it might be important
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to take into account scattering of the electrons at the in-
terface between the leads and the bridge [32] or charging
effects [33].

We come now back to the question concerning the ori-
gin of the saturation of the dephasing time and resistance
in gold wires which originally motivated our investiga-
tions. We have shown that the non-linear conductivity for
a wire near local equilibrium is dominated by heating, even
in the case of a space dependent temperature. In the case
of full non-equilibrium (double step distribution function)
one finds only slightly enhanced non-linear effects. We
have to conclude that a saturation of the Altshuler-Aronov
correction due to non-equilibrium electric fields is most
probably due to heating.

We would like finally to emphasize that in this pa-
per we have concentrated on the quantum correction to
the (ensemble averaged) current, and we have left aside
a derivation of the charge density and the kinetic equa-
tion including the quantum corrections. This latter task
implies the evaluation of the quantum correction to the
distribution function. The evaluation of the distribution
function and charge density are directly connected as it is
clear when one expresses the distribution function in terms
of the quasi-classical Green functions as g% = gRF — Fg¢*,
and recalls the relation of ¢¥ with the charge density. The
inclusion of quantum corrections into the kinetic equa-
tion for disordered electrons have been considered for the
weak localization case without electron interaction in ref-
erences [35,36], and in the presence of interactions in refer-
ence [37]. In the latter work, the non-linear electric field ef-
fects have not been included. We notice that the quantum
correction to the charge density out of equilibrium can be
derived following the procedure described in this paper
for the current density in Section 3. This task is however
more involved for the following reason. Within the leading
order in the gradient expansion, one finds from §X™mP-K
in analogy to equation (38), the identity dp, = dp. The
diagrams in Figure 9, responsible for the contribution to
the current denominated d7;, give in the case of the charge
density dpp = 0. This happens because, the evaluation of
the Hikami box with the density vertex is zero in the lead-
ing order of the gradient expansion. In order to consider
the next-to-leading terms, one has to take into account
higher powers in the inverse of ep7 and ¢l. This requires
the evaluation of also the diagrams with only one vertex, I"
or I', renormalized by the diffusion pole. Therefore the full
expression of the electron self-energy is considerably more
complicated and such a calculation will be more lengthy
than the one we presented here for the current density.
This task, although worth to be done, is beyond the scope
of the present paper.
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Appendix A: Field theoretic approach:
the non-linear sigma model

The field theoretic formulation of the interacting, disor-
dered electron system was pioneered by Finkelstein in the
80’s [34]. Recently, this formulation has been extended
to the non-equilibrium case by means of the Keldysh
technique by Kamenev and Andreev [28] and Chamon
et al. [38] for the case of normal-conducting metals and
by Feigel’'man, Larkin and Skvortsov [39] for supercon-
ductors. Gutman and Gefen [23] have also used the field
theoretic description to calculate the current and zero fre-
quency shot noise.

Given the already extensive literature available on the
subject, we believe that, rather than repeating again the
derivation of the non-linear sigma model, it is perhaps
more useful, instead, to show how to obtain our current
formula (63) within the non-linear sigma model. In this
appendix we will discuss the spinless version of the model,
following reference [28], postponing the spin effects to the
following appendix. In the absence of the electron interac-
tion, the action of the non-linear sigma model is given by

N,
iSy = ,u [DTr(8xQ)? + 4iTreq] , (94)
where the so-called long derivative dx is defined by

The field Q = Qtt,( x) must satisfy the constraints Q2 = 1
and Tr@ = 0. The electron interaction is described by the
following term in the action

iS1 = —irNoTrd v Q, (96)
with ¥! = ¢y and 2 = 0,. The fluctuations of the field &
are related to the statically screened Coulomb interaction
and given by

1 -

—D; (x, )P, (x', 1)) = 5\/0?5(){ —x")o(t—t"). (97)
In the case of long range Coulomb forces one finds V =
1/Np. Since @ couples only linearly to @ it can be inte-
grated out:

<e—i7rNgTr<I>a'y“Q>

p[ L0 / Axdt T (7 Qur (%)) Tr (+2Qur ()

(98)

Here the trace refers to the Keldysh space. The appear-
ance of the product of terms containing v' and 72 stems
from the o, structure of the interaction matrix in Keldysh
space. In order to make contact with the diagrammatic
approach, we express the Green functions in terms of the
Q-fields. First we observe that [28]

. —1
G (x, %) = < [Ggl + %Q + @aya} > . (99)
QP
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where the brackets (...)g ¢ indicate that one has to av-
erage over the fields @ and @. For the sake of simplicity,
we drop the subscripts @, @ in the following. By using the
condition that the fields @ and @ are only slowly vary-
ing in space and time, one finds a relation between the
&-integrated Green function and the @-matrix. In partic-
ular, upon taking the s-wave component of both, one finds

[ L 0.2 = (Qul)

In a similar way the p-wave part of the &-integrated Green
function is related to @ by

(100)

dp .. . 1
or [ Eiue(p.x) = D000 - Q0Q), (101
so that the current density reads
.1
j=5emDNo((0xQQ — QOxQ)"?) - (102)

At a first glance, this might differ from what is found
following reference [28], where the current density is writ-
ten as

j= 5emDNo (Tr?(0:0Q ~ Q0,Q)) - (103)
On the other hand, by comparing with the expres-
sion (101) for the Green function, it is seen that equa-
tion (103) sums the Keldysh component and the (21)-
component of the Green function, whereas (102) takes
only the Keldysh component. Since the (21)-component
is zero the two expressions are equivalent.

A.1 Propagators

The saddle point approximation for the Q-field

. 12F
o= (%)

reproduces the Drude-Boltzmann theory. The quantum
corrections are found when considering the fluctuations
about the saddle point. We parameterize ) according to

(104)

Q = ue " %0,e"/?y (105)

where wu characterizes the saddle-point distribution

function
1 F s
= (5 5) @7 = (106)
and W parameterizes the fluctuations,
0w
w-(28) o)
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By expanding in powers of the W-field, one finds for the
non-interacting action, Sy, up to the quadratic order

N,
1362) — 7% {/dxdtldtg’wtth (8,51 + 8,52 + Daﬁ) Wiyt

+ /dxdt1 < dth g, 1, (OxFyyt ) Wi 11 (3th'1t1)} - (108)

The long derivative Oxw = V@ + ie[A,w] can here also
be written as Ox = V — ieAy, (x) + ieAy, (x). The (ww)
correlations solve the differential equation

0 B ) ) .
<_8_t1 Oty + D@x) (Wiyt, (X)Wese, (X)) =

2 5k — x)8(t1 — £5)3(ts — ta),

1
p—r (109)

After introducing the relative times n = to—t1, 7 = t4—1t3
and the center-of-mass times, t = (1 + t2)/2, t' = (t3 +
t4)/2, we identify this correlator with the diffuson,

2T

n / e
ﬂ_NODtt’(XaX )5(77 77 )7 (110)

<wt‘2t1 (X)wt:stzl (X,)> = -

as it may be seen by comparing with equation (30). Notice
that the relative time 7 is conserved during the propaga-
tion so that n = n’. The (ww) correlator is the advanced
counterpart of the diffuson. (ww) = 0 since there is no
term proportional to ww in the action. Finally the (ww)
correlator is given by

<wt2t1wt3t4> = 77TN0/dt/1 s dt£l<wt2t1wt/lt/2><wtﬁ1t§,wt3t4>
X Ox Fyy 1, Ox Fiy 11 (111)

This correlator is zero in equilibrium, when Ox F' = 0. Elec-
tron interactions modify these propagators. By expanding
in (98) each @Q-field to first order in W, the interacting
part of the action becomes

- —i(wNo)Q%V/dt(u‘)F — F) (0 — w — FwF)y,
(112)

which leads to non-trivial modifications of all the (ww)
correlators. Only (@@) is not modified by the interaction
and remains zero. We consider now (ww), which in the
absence of interaction is just the diffuson. We find

0 0
(8_t1 o Daﬁ) (Weot, Weaty )0
+ iWN()VFtﬁl (<wt2t2ﬂ)t3t4>¢ - <wt1t1wt3t4>¢) =
2
—(5(X — X/)(S(tl — tg)&(tg — t4).
No

™

(113)

To understand the meaning of the above equation, let us
consider first the limit ¢35 — t¢;. The interaction depen-
dent term does not drop from (113) since the distribution
function is singular in this limit, Fi,;, ~ —i/mw(t2 — t1).
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Upon using this relation we arrive at the following simple
diffusion equation

0
—(1— NOV)a + DOZ | (wyWiyr, ) =

25 — x)3(t — t5)3(t — t4).

114
A (114)

To make contact with the diagrammatic calculation, we
identify this correlation function with the product of the
retarded interaction and diffusion propagators which have
been defined in equation (71)

E Nov

5 (wee,)o = (VED),0(ts — ta).

(115)

The propagator with four different time arguments is fi-
nally given by

(thtlwt3t4)¢ = (thtlthM) — 17TN0V/dX/dt§dt£1

x [<wt2t1@t/3t§1>Ft§1tg (<wtﬁltﬁlwt3t4>¢ - <wtgtg@t3t4>q§)] .
(116)

A.2 Correction to the current

Due to the fluctuations of ) there are corrections to the
charge and current density. Here we calculate these cor-
rections by taking into account the Gaussian fluctuations.
In the derivation, we parallel the lines of the diagram-
matic approach. We begin by separating the correction to
the current in two contributions §j = dj, + djp, where 6j,
is related to the gradient of the charge density. We then
proceed by expressing dj, in terms of the fields @ and
w. In the third step we will then explicitly include the
interaction and obtain the current formula. By writing
Q = QP + 4Q), the correction to the current reads

dix, 1) = ~ IO T2 (QP0,6Q + 0Q0Q
F0QD:6Q -} (117)

The dots correspond to the terms which appear due to
(0xQ)Q. The term j, is proportional to the gradient of
the charge density

8ja(x,t) = —er DNy V{5Q12(x))
= —DVip(x,t)

(118)
(119)

and we do not calculate it explicitly here. The second
term, djp, contains all other contributions. By collecting
the various summands, one gets

5jy = 2F 05 (6Q%2) + (6Q)0x (2F)

+H0QM0x0Q™) + (3Q"?0x0Q*) — -+ (120)
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Now we expand @ in powers of W and we arrive at

djp = emD Ny [F{(0xW)w)g + (w(OxW))g F)
= 2meDNoRe ((wixw)g F) .

(121)
(122)

In the absence of interactions Jj, vanishes, so that taking
the interactions into account is essential. Inserting (ww)g¢
from equation (116) we find

8jp = 4me DNyT? /dndxldeRe {F, ()

XDZ—n/Q,tl—n/Q (X’ Xl)Ftl 7751—77(X1)

<V, (a1, %2)(<iV) Dp, 4y (x2, %)}, (123)

which is identical to what we obtained in equation (62).

Notice that the long derivative in the current for-
mula (122) reduces to the gradient in the final result. This
happens since the two time indices in the relevant w field
are always equal, (Wi Wi, )e X 0(ts — tq).

Appendix B: Spin-Triplet channel

Until now we have neglected the spin effects. These arise
from the fact that the diffusion is described by the particle-
hole propagator, which may occurs in four spin states de-
pending on the relative spin of the particle and hole. In
the case of Coulomb long range forces, the most singular
contribution comes from the singlet channel that we have
discussed throughout the paper. In addition to the sin-
glet channel, there are three triplet channels which also
contribute to the quantum corrections to the current. In
this appendix we extend our work (see reference [19]) to
a non-equilibrium situation.

In order to take into account the spin-dependent
interactions, we follow references [34,38] and start from
an interaction which is local in space and time. The
fermionic action is of the type

. i . -
ISee = 72—JVOTI' {FLDSLDS/WSIWS — FQWSLDS/WSWSI} y (124)

where I' and I, are dimensionless static scattering
amplitudes, and ¥, is an operator for a Fermion with
spin s. The trace includes integration over space and time
contour, as well as summation over spin. The interaction
can be written in terms of the charge and spin densities,

. i I I
iSee = —Q—NOTr{<F - 72) pp— 725 : s} . (125)

with p =3, U, W, and s' = D s Wsol Wy At this point
it becomes convenient to introduce the interaction ampli-
tudes in the charge (singlet) channel, I'* = I" — I'5/2 and
in the spin (triplet) channel, I"* = —I%/2. Then we de-
couple the interaction with the fields (@, B) for the charge
and spin. By going through the steps of the derivation of
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the o-model one finds the following modifications of the
action

N
iSy — f% [DTr0x Qs OxQurs + 4T ZeQ.s] (126)
iS1 — —imrNoTr (P dss + B - 055 )7 Qurs], (127)

with
. 1r,
—i(patp) = 3N, 7os (128)
—i(BLB}) = iﬁ’;aaﬁam. (129)

In (126) we introduced the factor Z which arises in the
renormalization of the o-model [34]. One observes that Z
can be absorbed in a redefinition of the interaction ampli-
tudes, the quasi-particle diffusion constant, and the quasi-
particle density of states according to

et — st =1tz (130)
D — Dy, =D/Z (131)
No — qu = N()Z (132)

We are now ready to consider the fluctuations. In analogy
to what has been done in the spinless case, we introduce
the charge and spin components of the fields w and o,

3
Wesr = —= E w'ol, (133)
V215

=5 > wewoly (134)

ss’
where 0%, = 55 and o', for i = 1,2,3 are the usual
Pauli matrices. In the quadratic fluctuations of the non-
interacting action, Sy, the spin and charge terms decou-
ple, since the structure is of the type > Wse (... )wys =
>, w'(...)w'. The coupling term iSy is to first order in W
given by

iS) — _mNmZTr{BWu (_(Li“é )u} L
(135)

where for brevity we denoted the scalar field @ by B°. We
assume that the saddle point, i.e. the distribution function
and therefore the matrix u, does not depend on spin. The
interaction field, @, is easily integrated out, with the result
that at the level of the quadratic fluctuations, the spin and
charge contributions are decoupled even in the presence of
the interaction.
The correction to the current is finally found as

3
djy = emrDNy ZRe(inxwi>¢F
i=0

3
= 47T€qu7'2 Z/dndmdsze {thnﬁt(x)
i=0

(136)

XD;TU/QJH*U/Q (Xa Xl)Ft1 ,t1—TI(X1)

X Aty (51, %) (<IV5) D (k2,0 - (137)
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where again ¢ = 0 corresponds to the charge and i = 1,2,3
correspond to spin channels. D;;/(x,x’) is the quasi-
particle diffusion propagator in the relevant spin or charge
channel, which obeys the differential equation given in
equation (30), with the only difference that the diffusion
constant D is replaced by the quasi-particle diffusion con-
stant Dqp. §° is the dynamically screened interaction,

F(a,w) =L+ 1/ Ny !
—iw + quq2 .
—i(1 = 2v))w + Dgpg?

(138)

%

=7

(139)

For the explicit calculations it is convenient to consider
the product of the dynamically screened interaction and
the retarded diffuson,

(3D lx) = [ o, (ex0)D G x) - (140)

which solves the diffusion equation

[(1 —2'yi)8t —DV,QJ (&iDi)tt/ (x,x")= %i&(x—x’)(S(t —t).
(141)
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